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ABSTRACT
Routers in Internet face the problem of congestionlue to the increased use of Internet. AQM algorithnis a solution
to the problem of congestion control in the Internerouters. As data traffic is bursty in routers, burstiness must be
handled without comprising the high link utilization and low queuing delay. Congested link causes maproblems
such as large delay, unfairness among flows, unddilization of the link and packet drops in burst. There are
various existing algorithms that have been evolvedver the past few years to solve these problems edngestion in
routers. RED based algorithms use queue length asmgestion indicator while some of them use flow infmation

for more accurate congestion indication. In this pper, we propose an AQM scheme that considers onhhé
advantages of both these queue length based andvildbased algorithm and satisfies the QOS requiremestof the
network. This proposed scheme aims to provide gooskervice under heavy load and shields the responsiflows
form unresponsive flows to offer a good QOS to allsers.
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1. INTRODUCTION problem. AQMs like MRED [5], DS-RED [6] were
proposed to improve the performance measures of RED
A router in the Internet may receive thousands @i fait AQM. To improve fairness in case of different tiaffypes,
any given time due to heavy data traffic. Everyvflshould some AQM started using flow based information agair
receive its fair share while sharing queue in tbeter. Random Early Detection (FRED) [7]. But FRED incurs
Another possibility is that the load tends to fluate in an extra implementation overhead because they collect
Internet router resulting in a queue oscillatiomufer must information about the active flows. To overcomesthi
be able to handle the above problem. The buffethen CHOKe [8] algorithm was proposed that simultanepusl
routers is to be used effectively by using an &ffit Active identifies and penalizes misbehaving flows. BottEERand
Queue Management Mechanisms. Active QueueéHOKe were implemented in RED algorithm to calocailat
Management tries to prevent congestion and provijdeity —average queue size and packet drop probability thith
of service to all users. A router implementing REQM [1]  additional flow manipulation to bring in fairnessiang the
maintains a single queue to be shared by all fleat tirops different traffic types available in the networlattfailed in
an arriving packet at random during periods of estign. RED.
RED suffers from lockout and global synchronizatiolRED based AQMs used Queue length as congestion
problems when parameters are not tuned properlye Thhdicator to detect congestion. Some of the AQMtégues
major disadvantage that exists in RED is parameteing besides using queue length as congestion inditatat to
problem. RED allows unfair bandwidth sharing when &se load and in some cases uses both queue lerdytba
mixture of traffic types share a link. In caseoarse sends to detect congestion. AQMs like AVQ [9], Yellow [LOse
too fast regardless of loss rate gains an unfagtifsn of the load or input rate as their congestion metric tdidate
bandwidth in RED AQM. In order to solve these peohé, congestion, whereas REM [11] calculates packet drop
RED and its variant were proposed. probability using both input rate and queue len@hUE
The RED based AQMs tried to solve the various moisl [12] uses link history and packet loss as congastidicator
existing with RED.Some of these AQMs tried to get rid ofto compute the packet drop probability.
the parameter tuning problem in RED. While som¢hefn The objective of this paper is to propose an alforithat
tried to improve the performance compared to RED. Theonsiders the advantages of both queue basedthigasind
problem of unfairness was attempted by some oAQds. flow based information. Because of the simplicityd easy
Adpative RED [2], PD-RED [3], AutoRED with RED and implementation that exists in CHOKe, this papeetakQM
AdaptiveRED [4] tried to solve the parameter tuningcHOKe as the base algorithm with certain modifimasgi To
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bring in the advantages of the queue based AQMsA@M  max, The AQM automatically set ywbased on the link
CHOKe is implemented in the Queue based algoriththis  speed, and main response to measured queue length. This
proposed algorithm. Specifically, we exhibit an AQNat reduced the RED’s parameter sensitivity. Further in
removes the problems of RED like parameter tuning aimproving RED and AdaptiveRED AQMs, AutoRED
unfairness among the different flows. This algorths technique was implemented in them. The AutoRED
simple to implement and improves the performancehef technique uses the concept of dynamig which varies
routers. The rest of the paper is organized asouisll based on multiple characteristics of the network.

Section 2 explains the background study that ireduthe

various AQM algorithms and its drawback. In Sectiyrthe The queue-based AQM schemes use average queuk-lengt
concepts regarding the proposed algorithm are si&tli or instantaneous queue length as a congestionatiodito

Our conclusions are presented in section 4. calculate packet drop probability. The YELLOW AQM
proves that the packet drop probability just doetsdepend
2. BACKGROUND only on the queue length rather can be calculasugithe

The Internet routers face the problem of congedtiom the congestion indicator like input rate that helpsdantifying
birth of Internet. Research activities are carged with the the real congestion in the queue.case of the rate-based
origin of various congestion avoidance mechanisms AQM AVQ, it maintains a virtual queue whose capacs
Internet to improve the performance of Interneffita The less than the actual capacity of the link. In thespnce of
origin of each of these mechanisms has revealed tHe long-lived flows AVQ achieves low loss with hig
inefficiency of each of the AQMs in certain circumansces Utilization. However it is difficult to achieve fas response
especially in heavy traffic network. Currently teeare time and high link utilisation using a constantuey. In
numerous algorithms to handle this problem. Soaresein improving the method for setting the value J9SAVQ [14]
this field has become a continuous process iniiyerg the is proposed. SAVQ stabilizes the dynamics of queue
best Active Queue Management algorithm. Congestiads maintaining high link utilization.

to high packet loss resulting in high cost thamisimized

by the various existing AQM schemes. The varioustiey  In REM, both queue length and load is used as tioge
AQMs detect congestion based on different factand aindicators. REM shows poor performance when contpare
calculate the packet dropping probability. Based toe Wwith AVQ. The BLUE algorithm resolves some of the
various information used, the degree of congestianies problems of RED by employing two factors: packesslo
and is reduced differently. Taking this informatiamo from queue congestion and link utilization. So BLUE
account, the existing AQMs can be categorized HSJin performs queue management based on packet losknéand

Fig. 1. utilization. It maintains a single probability,go mark or
drop packets. If the buffer overflows, BLUE increag, to
Figure 1. Classification of AQM Schemes increase the congestion notification and is deeca®

reduce the congestion notification rate in casebuoffer
emptiness. This scheme uses link history to continel
RED AQM was the first proposed by Floyd et al i039 congestion. The parameters of BLUE &ied, and freeze
time. The freeze time determines the minimum tireequl
between two consecutive updates @f BLUE maintains
minimum packet loss rates and marking probabilitsero

Active Queue Management

A 4

v v ¥ varying queue size and number of connections cosaptar

Congestion metric Without Congestionmglricwith OnlyFlOW RED |n case Of |arge queue, RED has Cont|nu0ukq1)ac
Flow Information Flow Information Information .

T T T loss followed by lower load that leads to reducét |

_ utilization.
Queue-based: Queue-based SRED
/F:E - SI-?'EEDD}:"\SRRE;D LRED i oREEN
aptivel N - ) i . . . "
HRED. ARED, RED with AUtoRED | | <ED: SIochasteRED Regardless of the congestion indicators like quength or
o, SAVO, EAVQ SFED, FAGA, LUBA input rate, some of the AQM requires additionalwflo
! y : t : . : -
Both Queve & Load based: SFB information to calculate the packet drop probapilir to
Others detect congestion. To overcome the problem of uméas
BLUE .
among the flows in RED, FRED was proposed. FRED

with the objective of preventing congestion ocawgrivith  provides fairess between varying traffic. So dgiimes of
reduced packet loss. This AQM alleviates congesbgn congestion, the number of flows uses the equalkesbfithe
detecting incipient congestion early and dehverlng]ueue_ FRED calculates the average queue lengthRED,
congestion notification to the host to reduce thegmission |yt yses the flow information to handle non-adapfiows
rates avoiding overflow from occurring. Th.e supcmzfs@ED and robust flows. Considering its overhead of kegjpiack
depends to a large extent on the appropriate s@iect the  of flow information, CHOKe algorithm was proposétiis a
RED parameters. So this becomes a major drawbadkéo gtateless algorithm that does not require any apetita
RED AQM implemented in the network link. RED AQM strycture. This algorithm improves performance by
also leads to global synchronization and lock-aubfem if penalizing misbehaving flows and implementing fair
parameters not properly tuned. In order to overcomgngwidth allocation. Two shortcomings were facgdHis
parameter tuning problem in RED, AdaptiveRED wag|gorithm which penalises UDP flows as well as Tioms

proposed. It adaptively tuned the values of gitaxkeep the  regyiting in worsening TCP performance. Secondigoies
target queue length within a target range betweis, end
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not work well incase of only few packets from umpessive buffer for every packet arrival. It also indicatéso
flows in the queue. SFB [15] is a FIFO queueingetgm  thresholds on the buffer, a minimum threshold grémd a
that identifies and rate-limits non-responsive #olsased on maximum threshold max As in Fig. 2, average queue size
accounting mechanisms. The accounting bins are tsedis compared with these thresholds for every argiyiacket.
keep track of queue occupancy statistics of packets

belongl_n_g to a _part_u:ular bin. Each bin k_eeps apping For every packet arrival {
probability p, which is updated based on bin occupancy. A cajculate Qe
a packet arrives at the queue, it is hashed intoadrthe N if (Qave< miny) {
bins in each of the levels. If the number of paskeapped Forward the new packet
to a bin goes above a certain threshold,fqr the bin is Llse{
increased. If the _num_ber of packets drops to mels_ Selectrandomly a packet from the queue for their flow id
decreased. SFB is highly scalable and enforcesefssr Compare arriving packet with a randomly selectetkpta
using an extremely amount of state and a small amoiu If they have the same flow id {
buffer space. Drop both the packets
}
. . . . Else {
SRED in [16] pre-emptively discards packets withoad- if (Qave> Madky) {
dependent probability when a buffer in a routezdagested. Calculate the dropping probability p
It stabilizes its buffer occupancy at a level inelegient of Drop the packet with probability,p
the number of the active connections. SRED does ki Llse{
est?mating _the number (_)f active conn_ections. I1am$t the Drop the new packet
estimate without collecting or analysing state tinfation. }
SRED keeps the buffer occupancy close to a spdeifget }
and away from overflow or underflow. In SRED theffbu } }
occupancy is independent of the number of conmestio| \/iaples:
while in RED the buffer occupancy increases witle th| Q. : average queue size
number of connections. The hit mechanism is used | pa ‘current packet-marking probability
identify misbehaving flows without keeping per-flestate. | 9 :fe“r:egrta?“ih‘aeri;ﬁe or drobping orobabili
Stabilised RED overcomes the scalability problent b f,)\f’ emporary | h 9 PPINg P y
- 4 : queue weight
suffers from low throughput. GREEN [17] algorithrses mas, .maximum dropping probability
flow parameters and the knowledge of TCP end-ho|
behavior to intelligently mark packets to prevenege build | Fixed parameters:
d prevent congestion from occurring. It affarhigh mifken + minimum threshold for queue
UP’_ an_ p g9 . g. g maXn : maximum threshold for queue
utilization and a low packet loss. An improvemefttiis
algorithm is that there are no parameters that rieede

tuned to achieve optimal performance in a givemaie. In  Figure 2 Pseudo code of AdaptiveCHOKe algorithm
this algorithm, both the number of flows and theuRa Trip
Time of each flow are taken into consideration &fcuolate
the congestion-notification probabilities. The magk
probability in GREEN is generally different for éaflow
because it depends on characteristics that aresfewific.

If average queue size is less thangnivery arriving packet
is queued. If average queue size is greater thag,eaery
arriving packet is dropped. This results in queze selow
max,. When the average queue size is greater thag, min
every arriving packet is compared with a randonglested
packet from the queue for their flow id. If theyveathe
3. PROPOSED ALGORITHM same flow id, both are dropped. Otherwise the ramgo

selected packet is placed in the same positionerbtffer.
The proposed algorithm is motivated by the needfstable In this proposed algorithm, the arriving packedispped
operating point for the queue size and fair bantlwid with a probability depending on the average quéze his
allocation irrespective of the dynamic traffic atmhgestion algorithm is embedded in AdaptiveRED with AutoRED
characteristics of the n flows. As discussed imoldiction, rather than RED. So calculating average queue &k
some of the algorithms arrive at a stable queue aizd packet drop probability are not dependent on vuelirntg of
some of them bring in fairness when the shared tiak n the parameters as in RED. This algorithm will wéirle as
flows. The unstable queue size results in high quedhe parameters are well tuned automatically and
oscillation due to the parameter tuning problenygireue parameterized as in AutoRE_D with AdaptiveRED. lalsa
based AQMs. We are motivated to identify a schehag t CaSe, the proposed algorithm reduces the problem of
penalizes the unresponsive flows with the stablugsize.  Parameter tuning.

To achieve good throughput and reasonable averageeq
As mentioned in the Introduction, the proposed @llgm -  length with RED based algorithm requires carefuirty of
AdaptiveCHOKe enforces the concept of queue-based aboth w;, and may. Adapting max controls the relationship
flow information. It is desirable for AQM schemes act between the average queue size and the packet drop
without storing a lot of information otherwise iedomes a probability and helps in maintains a steady averqgeue
overhead and non-scalable. We propose an algotitiatn Size in the presence of varying traffic. Incaseod small a
modifies the CHOKe algorithm to remove its drawhackvalue of w, performance is in terms of queuing delay and
This algorithm also calculates the average quaedfithe 100 large a value leads to decreased throughput.
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AdaptiveCHOKe as in Fig. 3 achieves the averaggetar
gueue length and does not overshoot i&o this reduces
both the packet loss rate and the variance in qgedelay.
The dynamic value of yadapts itself to the varying nature
of the congestion and traffic. The, v8 redefined and results
in reduced instantaneous queue oscillation.

To calculate max:

Every interval seconds:

if (Qave> target and max< 0.5)
increase max
max, = max + o;

elseif (Quwe< target and max% 0.01)
decrease max
max, = max * f;

Fixed parameters:
interval :time; 0.5 seconds

target ‘target for Qe
[ming, + 0.4* (Max, - Miny),
Ming + 0.6 * (MaXy - Ming)]
o > increment; min (0.01, mgh)
B : drecrease factor :0.9

Figure 3. Definition of max

AdaptiveCHOKe also calculates the average queuetbat
uses W to calculate packet dropping probability. In FHg.

Qavgt= (1- W) * Qavgt1+ Wy Qt

Where Q = instantaneous queue size at time t
Wy = small constant - queue weight
Quugit = Average queue size at time t
Qugt1 = Average queue size at time t-1

Figure 4 EWMA model
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The definition of weighting parameterqvis written as a

product of three functions as follows:

The first function Trepresents the dynamics of congestion
characteristics of the network. It represents thabability
that the system can lead to congestion in two siepsrding

to the information available at time t and is adidependent
function.

The second function epresents the dynamics of the traffic
characteristics of the network and is also timeedeent
function.

The third function Kis time independent parameter and it
allows normalization of instantaneous queue sizangbs
with respect to the buffer size. Therefore thekeed
functions are used to incorporate the dynamic obsigthe
congestion characteristics and traffic characfessin the
calculation of average queue size.

As mentioned previously, the AdaptiveCHOKe also
calculates packet drop probability as given in Big.

The dynamic varying nature of,\and may takes care of the
network characteristics while the flow based infation
takes care of the unresponsive flow and misbehafiaves
and brings in fair queuing at a minimum implementat
overhead. This is implemented

RED scheme uses the EWMA model to calculatg Q

In AdaptiveCHOKe technique, the EWMA model is

redefined as:

Po= Ma%(Qavg - MiNy) / (Maxy — miny,)
pP= P/ (1- count . p

Qavg,t —Qavg,t—lz Wt (& —Qavg,t—])

The AdaptiveCHOKe models the weightyvas a fine
dependent parameter reflecting the dynamics ofthypes
of network characteristics: 1) dynamics of congesti
characteristics which include changes in transie
congestion, changes between congestion and no stinge
status, ii) dynamics of traffic characteristics iethinclude
changes in burst of traffic and steady state iijjeup
normalization. So, the calculation of,\n Fig. 5 includes
the above stated network characteristics that deria
meaningful increase in the average queue size lanthates
the slowly varying nature of the average queue $iet
leads to chaos.

- = -

Wqt = R(1-p)*

In (5923 +| Q¢ Doy £—1 B

Wo,t = Newly defined time dependent weighing function

Q = Instantaneous queue size at time t

Qawgt1 = Average queue size at time t-1

Qavgt = Average queue size at time t

pt = Probability that the network can lead to congestit time t
bs = Buffer size

Figure 5 Definition of the weighing parameteyw

Figure 6 To calculate,py,

by simple comparison of the packet from incomiraffic
and the queued packets. Thus in a simple fashsmpdbkets
% the misbehaving flows are penalized. This is elon
because incase of packets belonging to non-adamtive
misbehaving flows are more likely to be chosen for
comparisons. These packets are dropped more bfterthe
adaptive flows and well behaved flows. The dynamic
varying nature of the parameters and the flow imfation
will try to keep the router congestion controlled.

4. CONCLUSION

This paper proposes an AQM scheme called
AdaptiveCHOKe which aims to protect well-behaveaiif
from misbehaving flow and adaptive flows from non-
adaptive flows. It also obtains high utilisatiooy queuing
delay and low packet loss with well adaptively tine
parameters. This packet dropping scheme discrigsnat
against the flows resulting in fair congestion aadion. This
proposed AQM scheme inherits the advantages ojjuleee
length based and flow based algorithm satisfies Qi&S
requirements of the network. Further work involeasdying
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the performance of good service under heavy load an
protecting the responsive flows form unresponsioa$ to
achieve a good QOS to all users by simulation.
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